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THE ALAN TURING INSTITUTE

• The Alan Turing Institute is the UK’s national institute for data 
science and AI.

• Our purpose is to make great leaps in data science and artificial 
intelligence research to change the world for the better.

• We are here to help to make the UK the best place in the world 
for data science and AI research, collaboration, and business



CLAIMS MADE ABOUT GENERATIVE AI



Image credit: Dr. Casey Fiesler via X: @cfiesler



BACK TO REALITY!





Source X: @jjoque
 



• Take two slices of bread.

• Spread butter on one slice.

• Add some cheese.

• Add a spoonful of glue.

• Top with a sprinkle of ant poison.

… enjoy!



SO, WHAT ARE THE REAL RISKS OF AI?



RISKS OF AI IN - AND FOR 
- EDUCATION

• Direct risks of using AI in education

• Risks of AI for education

• Wider societal risks of AI in 
education



DIRECT RISKS OF AI 
IN EDUCATION



BIAS AND 
MISREPRESENTATION

Source: Bloomberg, 2023, “Humans are biased. Generative AI is even worse” https://www.bloomberg.com/graphics/2023-generative-ai-bias/



RISKS OF AI FOR 
EDUCATION



IMPACTS ON RELATIONSHIPS AND TRUST

Liang, W., Yuksekgonul, M., Mao, Y., Wu, E. and Zou, J., 2023. GPT 
detectors are biased against non-native English writers. Patterns, 4(7).



WIDER SOCIETAL IMPACTS OF AI IN 
EDUCATION



NORMALISATION OF DATA 
COLLECTION PRACTICES

What expectations are being set?



ENVIRONMENTAL 
IMPACTS

A query on ChatGPT uses 10 times more electricity 
than a search on Google.

A typical user interaction with ChatGPT uses the 
equivalent of 500ml of water.

It is estimated that globally, generative AI may soon 
use six times more water than all of Denmark.

Generating a single AI generated image has the 
same carbon footprint as fully charging a mobile 
phone.



MISINFORMATION





PATHS FORWARD



START FIRST BY ASKING WHAT 
DO WE WANT TO TRANSFORM?

TRANSFORMATIVE 
IMPACTS OF AI IN 

EDUCATION



What does AI do well?

• Processing complex information and large 
datasets

• Classifying information

• Making predictions based on patterns in data

• Speeding up repetitive tasks

• Reformatting information

What do people do well?

• Deep knowledge

• Creative thinking

• Understanding context and nuance

• Building relationships

• Being human!



STEPS TO 
RESPONSIBLE AI 
DEPLOYMENT

Start with a 
clear purpose

Value human 
expertise

Think about 
context and 

impact

Engage 
impacted 

communities

Don’t get swept 

up with the 
hype



• There are many opportunities to use AI well in education (e.g. as 
assistive technologies for learners with additional support needs, 
or in rethinking approaches to assessment)

• However, to realise the value of AI in education it is vital to resist 
the current hype around AI and to make decisions based on a 
sound understanding of the limitations and risks of AI

• Recognising that the impacts of AI are experienced differently by 
different groups, it is crucial to engage all impacted communities 
before deploying an AI system.

CLOSING THOUGHTS



THANK YOU

Dr Mhairi Aitken

maitken@turing.ac.uk

LinkedIn: Mhairi Aitken
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